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ABSTRACT Unlike phonetic writing systems such as English, Chinese characters, as ideographic symbols,
combine sound, form, and meaning. Therefore, learning and mastering Chinese characters inevitably
involve understanding their etymology and semantics represented by their shapes. However, for the
sake of writing convenience, Chinese characters have undergone a long process of evolution, gradually
reducing their pictographic components. This evolution poses greater challenges for non-native learners
unfamiliar with the structure of square Chinese characters. In this paper, we propose a novel approach to
assist in Chinese character learning. Considering the unique visual features deeply rooted in the cultural
origins of Chinese characters and the ability of Artificial Intelligence Generated Content (AIGC) to
generate images without requiring user expertise, we utilize the AIGC model to redraw Chinese character
components based on their inherent meanings. Through this visual transformation, users can intuitively
grasp the semantics of Chinese characters, opening up new avenues for Chinese character learning. The
Guess-Meaning experiment reveals that learners with less than one year of experience scored an 12.76%
higher accuracy in recognizing the meaning of characters that had been redrawn, as compared to the
original characters. During system usability testing, users reported an average satisfaction rating of 4.24 out
of 5 points. The major limitations of the present study are that the current system still relies on human
understanding of Chinese characters for redrawn prompts, and not all Chinese characters have corresponding
pictorial meanings. The system and repository are now accessible via the link https://scroll.ihanzi.net and
https://github.com/BlossomsGarden/Glyph-Genius.

INDEX TERMS Glyph visualization, human—computer interaction, stable diffusion, visualization in
education.

I. INTRODUCTION
Characters are the basis for maintaining the cultural identity

Chinese character in terms of visual flexibility and semantic
metaphorical sets itself apart from other language systems.

and national centripetal force of a country or region, nurturing
public morals, and passing on ideas and civilisations, as well
as an important carrier for inspiring individual poetry,
aesthetic intellect and free spirit. Chinese is one of the oldest
and also the most widely used scripts in the world. In con-
trast to English and other phonogram, Chinese characters,
as logograms, carry both visual semantics (form) and textual
semantics (meaning) to some extent. The characteristics of

The associate editor coordinating the review of this manuscript and

approving it for publication was Arianna Dulizia

As is shown in figure 1, the meaning of pictograms in Chinese
can be seen intuitively in both components and characters-
words. Therefore, learning and mastering Chinese characters
inevitably involve understanding the root and origin of the
characters.

In previous studies related to Chinese character learning,
many have focused on the learning patterns, exploring more
rational learning methods [1], [2]. Other researchers have
been dedicated to creating richer interactive media [3], [4],
such as speech recognition modules [5] and song generation
module [6]. However, these are just parts of the issue.
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FIGURE 1. Chinese character “/R"“#k"” “Z5" are typical pictograph. “#t”
means some trees, similar to “woods” in |ts textual semantics. As for its

visual semantics, it's easy to recognize “#" is a combination of “/K",

which means a single tree, indicating that there are a few trees. “#" is

composed of three “/K” in its structure, indicating that there are many
trees.

Various innovations in interactive devices enable users to
interact in a more convenient manner, but in aiding users’
memorization of Chinese characters, researchers often still
need to manually input explanatory videos or learning
materials on character construction. The manual uploading
of learning materials itself poses a significant barrier to
system setup and maintenance. The Latent Diffusion Model
(LDM) [7] has successfully commercialized and released
the pre-trained model stable-diffusion. However, samples in
figure 2 (a) show different effect of generation between Chi-
nese characters and English words. The pre-trained model’s
ability in generating normally structured Chinese characters
is limited, resulting in artistic but distorted representations of
the characters’ skeletons. Other Models like DALL-E-2 [8]
also encounter similar issues, displaying a greater proficiency
in handling Western fonts with simple structure compared
to Chinese characters. Therefore, we try to better enable
generative models to learn the stylistic features of the writing
and skeleton of Chinese characters. Then we can deploy the
model to Chinese character learning, which will help avoid
the laborious task of creating and uploading various learning
materials in Chinese character learning media.

T with two trees
nail sklrt strawberry
L

Draw a picture of two trees
with the shape of word “tree”

Draw a picture of two trees
with the shape of character “#£”

FIGURE 2. (a) Utilizing the open-source Stable Diffusion pre-trained
model [9] directly, demonstrate the effect of drawing two trees based on
the Chinese character “# " and the letters L, S, and R. (b) Using DALL E-2
model to generate two images based on the Chinese character “#£” and
the word “tree” respectively. We access DALL-E 2 as a generation tool that
is integrated in GPT-4.

In this current work, we incorporate a calligraphy style
encoding module into the input part of the generative
model to consider the way Chinese characters are written.
Then we designed GlyphGenius, a Chinese character design
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platform. Users are free to redraw a character by its “pictorial
meaning”. This enhances engagement and creativity while
relieving the burden of system data maintenance. In figure 3
below, we redraw the upper component of the character
“Jing” in the shape of Ancient Chinese city gates and city
walls, so that the meaning of ‘““ancient wall” and “capital
city”” is more intuitive. We aim to help non-native learners
perceive the meaning and composition principle of Chinese
characters’ constituent parts, thus stimulating their creativity
and imagination, leaving a lasting impression.

— —
directed
visualization ‘ ‘j ‘
R —

select strokes -A‘
J>n [
N A YRR A

FIGURE 3. The upper parts of the character The upper parts of the
character “7{"” has been tansformed into four different forms under the
meaning “ancient city walls”.

The paper’s contributions are as follows:

o Implementation of GlyphGenius, an innovative tool
with a simplified Graphic-Based UI and a clear opera-
tional workflow.

« We present Multi-Stage Model, enabling more precise
and superior control over the redrawing of Chinese
character components. Additionally, we successfully
dissect Chinese characters as distinct components using
Scalable Vector Graphics (SVG) files.

o Application of AIGC technology to reconstruct the
combination between graphics and Chinese characters,
whose pictographic meaning is receding as time goes
by, may provide a novel perspective on the learning and
cognition of all ideographic symbols.

Il. RELATED WORKS

A. TEXT STYLIZATION AND SYNTHESIS

Text stylization and synthesis technologies attempt to
generate interesting and clear graphics from given texts.
Non-photorealistic rendering method involves changing the
topological shape of the text [10], [11], then embedding
the text within the graphic outline. Some researchers
have concentrated on the challenges associated with the
unpredictability that can result from altering characters in
their entirety. To mitigate this unpredictability, they sought
to dissect and analyze the individual strokes that comprise
each character [12]. Other researchers apply variant guided
cues [13] or semantic-shape meaning [14] to enhance the
controllability of the entire process, which give priority to
ensuring the shape of the outline, but to some extent, ignore
the readability of the words. Parametric methods represent
the style as statistical features, and adjust the target image
to satisfy these features [15]. With the emergence of the
Generative Adversarial Networks (GAN) [16], style transfer
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has gradually become a hot direction, giving rise to numerous
studies on Chinese character-based style transfer [17], [18],
[19]. This powerful image generation capability of GANs
great potential for application in the field of educational
visualization. Yet it has seen limited application in Chinese
character learning in the past few years.

B. VISUAL GLYPH RENDERING

Researchers have shown the potential of Glyph for visualiza-
tion in Education [20], [21]. The development of generative
modeling now makes this visualization process easier. It is
worth noting that there have been considerable endeavors
focused on this topic, such as MetaGlyph [22], GlyphCon-
trol [23] and GlyphByTS5 [24]. However, these methods are
limited to handling a whole word or text sequence. In contrast,
we aim to empower users to dissect the glyph based on their
own idea, particularly when dealing with Chinese characters
with multiple strokes and complex structures, setting forth an
ambitious goal in Chinese Character visualization field.

C. IMAGE GENERATION BY ARTIFICIAL INTELLIGENCE
The field of image synthesis has advanced significantly in the
past few years with the continuous development of Artificial
Intelligence Generate Content (AIGC).

Generative Adversarial Networks (GAN) [16] allow for
efficient sampling of high-resolution images with good
perceptual quality [25], [26]. Experiments have shown that
many generative tasks can be effectively accomplished
using GANs at low cost, such as text2images [27], [28],
image2image [29] and even video generation [30]. Recently,
Diffusion Model (DM) [31] has achieved state-of-the-art on
most image synthesis tasks. Studies have shown that DMs
perform even better than GANs on image synthesis [32].
DM is a class of likelihood-based models which has recently
shown potential in a variety of domains, ranging from
high-quality text2images [33] and image2image genera-
tion [34] to image restoration [35], [36] and image editing
tasks [37].

Numerous methods have been proposed to improve DMs.
Among these new contributions, Latent Diffusion Model
(LDM) [7] works on the latent space of the image instead
of the pixel space of the image, which can improve the
model’s inference speed and reduce the memory consump-
tion. Improvements to LDM over the past two years have
largely been driven by improving U-net backbone [38],
attention mechanism [34], [39] and Hypernetwork fine-
tuning [40]. To ensure robust generalization, our Multi-stage
model expands upon the capabilities of the pre-trained Stable
Diffusion [9] by adapting it for stroke-based and multi-stage
training proposed in this paper.

While these efforts have shown substantial improvements
in generation performance, it is disappointing to note that
compared to Chinese characters, their performance in dealing
with English fonts is significantly more excellent. In this
study, we aim to design a platform for shape-based redrawing
of modern logogram, especially Chinese characters, to assist
in logogram language learning.
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Ill. SYSTEM OVERVIEW

A. MOTIVATION

The inspiration behind our integration of AI and Chinese
character design originates from the revolutionary impact of
AIGC on human-machine interaction paradigms [25], [41].
Coincidentally, when we trace the cultural roots of Chinese
characters, we also find a special relationship between
“image” and “‘context”. The earliest hieroglyphic origins
of the Chinese characters are that people used vivid images
as words to convey complex natural language messages.
Therefore, Chinese characters not only convey a certain
meaning, but also look like the meaning it express.

Thus, we put forward the idea to rebuild the relationship
between image and the pictorial richness of logograms
through generative capabilities of AIGC. As a result, we have
identified the target user group, namely non-native Chinese
language learners, of our system as an engaging Chinese
language learning platform. In line with this goal, we have
defined the following philosophy in our design:

1) GRAPHIC-BASED Ul

In order to allow such users to interactively deal with the
design requirements, we apply graphics-based Ul elements,
e.g. block [42]. Graphics-based UI elements simplify the
programming vocabulary by choosing components from
palette [42]. Because we aim to bridge the gap between
images and natural language for users, a non-code flow must
be implemented.

2) SIMPLIFIED OPERATION

To highlight the important information and help users form
short-term memory, unnecessary operational processes must
be minimized. Users can invoke the generative model and
OCR model by simply touching and inputting information.
For example, during the stage where users handwrite Chinese
characters, the system can automatically invoke the OCR
recognition model and proceed to the next stage if the user’s
finger has been off the screen for 2 seconds. This interaction
method simulates handwriting input methods commonly
found on mobile devices, enhancing user comfort.

3) MORE INTERACTIVE

We allow the user to write any Chinese characters and
select any strokes that he or she wants to deform for
visualisation. Subsequently, the user assigns visual semantics
to the selected stroke group that constitute these components.
After the image generation is completed, users have the
freedom to move and scale it, when combining it with the
unselected stroke group, until they reach the most satisfactory
state. We also allow users to rewrite, reselect strokes,
and choose alternative generated results during the design
process. Increased interactivity enhances user engagement,
thereby leaving a lasting impression.

B. OVERVIEW
The architecture of our system GlyphGenius with layers from
top to bottom is depicted in figure 5.

VOLUME 12, 2024
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FIGURE 4. The operational workflow is divided into 6 steps: Click to Start, Touch Writing, Select Strokes, Input

Prompt, Recombine Strokes and download.

1) APPLICATION LAYER

The system is developed using HTML and is compatible
with various Internet-connected interactive devices such as
smartphones, computers, and touchscreens. It is deployed on
a lightweight ECS. The operational workflow of the system
comprises six steps, which will be elaborately explained with
illustrations in the next subsection III-C.

2) SERVICE LAYER

Given that user interactions on the website involve invoking
models, the service layer is deployed separately on GPU
workstations with high computational capabilities. The
application layer can send requests through the Axios library
to trigger the model services in this layer and obtain results,
thereby achieving a clear separation between front-end and
back-end. The OCR model [43] is employed to recognize
Chinese characters written during the ‘“‘touch writing”’ step
in the application layer. The multi-stage model is the core
component of the system and will be detailed in III-D2.
A module that converts images into publicly accessible URLs
enables the results of the “recombine strokes™ step in the
application layer to be transformed into public web links,
and subsequently into QR codes using a QR Code generator
library. This facilitates users in downloading their design
results.
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3) DATA LAYER

At the bottom, the Data Layer provides data storage services
for the website. The metadata of Chinese characters is stored
in JSON format. During the “select strokes™ step in the
Application layer, it is displayed on the screen to help users
understand more about the given Chinese character. The SVG
files are a large dataset of Chinese characters generated in
advance from TTF files [44], [45], [46]. They are also stored
in SVG file format for ease of use in the “select strokes”
stage of the interaction layer. The specific application and
algorithm will be detailed in III-D1.

C. USAGE SCENARIO

The operation process in the application layer is divided
into six steps. Figure 4 shows the detailed workflow. The
first three steps are designed for users to determine which
character and which part of it to redraw; the last three
steps are designed to perform directional deformation and
recombination. We take character “4£”’ as a case study below,
wherein the workflow is delineated in meticulous detail:

Step1 Wake up the screen by clicking it.

Step2 Write a character. The system supports both touch
and mouse click interactions. The center of the screen
displays a grid for writing the character that the user wants to
design. Upon completion of handwriting Chinese characters,

136423
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FIGURE 5. The layered architecture of GlyphGenius, detailing the
Application Layer, Service Layer and Data Layer from top to bottom.
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this system automatically triggers OCR recognition and
proceeds to the subsequent stage. an alert window will be
displayed to indicate any discrepancies if something goes
wrong with recognition.

Step3 Select strokes. On the left column, the system
display the SVG file of the character recognized in step 2,
allowing users to interactively select specific strokes by
clicking on them. Upon selection, the stroke’s color changes,
and a subsequent click cancels the selection. Moreover,
we provides additional information about this Chinese
character in the right column, such as its pronunciation,
component composition, English meaning and interpretations
from the Chinese classic text Shuo Wen Jie Zi. These details
aid in associative memory and serve as a reference for
providing cues for entering deformation prompt in step 4.

Step4 Input the prompt. During this stage, the selected
stroke group in step 3 continuously flicker to indicate the
component that will be deformed. Users can enter the prompt
based on this character’s meaning provided in Step 3, or their
own creative (e.g. “‘blossoming flowers with green leaves”).

StepS Choose the most satisfactory redrawn result from
the six generated options. Alternatively, users can choose
to “rerender” or ‘“‘reenter labels” if they are not satisfied
with the generated results. After a result is chosen, users can
freely move and zoom to recombine the chosen result with
the unselected stroke group in Step 3 until they achieve the
desired effect. Then, click the download button to proceed to
the next step.

Step6 Download the artistic wordart via QR code. Upon
completion of the download, the system allows users to either
return to the homepage at step 1 or to continue the design
process for this specific character.

In figure 6, we also performed this visual transformation
on other Chinese characters. For instance, by selecting all
the strokes of the character ““ \”” and entering the prompt “a
woman walking with strides,” we obtained a vivid depiction
of a woman in motion.

D. METHOD

1) SELECT BY STROKES

A Chinese character is usually composed of several different
constituent parts, and the meanings of these parts are likely to
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FIGURE 6. Other cases designed by our system, including redrawing the
whole character and its constituent parts.

be different. So separating by parts and rendering respectively
can avoid confusion of different part meanings. Considering
Chinese characters are written based on stroke order, which
means that strokes are considered as the smallest unit of
writing. Therefore, we set strokes as the minimum chosen
unit.

There have been some works using segmentation to create
new glyphs or fonts from existing Chinese characters [47] and
bitmap images of handwriting [48]. However, their approach
is highly dependent on an automatic thinning-based stroke
segmentation method that unfortunately does not perform
well with fonts.

We observe the use of SVG files, commonly used in icon
design and data visualization. Numerous studies have already
explored the utilization of parametric methods for stroke
extraction models in Chinese characters [44], [45]. Building
upon this foundation, we are able to process TrueType Font
(TTF) files [46] and generate SVG files of the corresponding
Chinese characters. In the SVG file format, each stroke in
Chinese character is controlled by closed Bézier curves.
Therefore, it’s a simple but efficient method to differentiate
strokes of a single Chinese character, using a script to
batch-modify the filling colors of the strokes in a SVG file.
We assign sequentially decreasing colors to each stroke based
on its writing sequences.

Following the implementation of this process, we apply
algorithml to accomplish selection and deselection on
strokes. Consequently, users can select the strokes they want
to redraw (click again to deselect), thereby enhancing the
flexibility and interactivity of the deformation process. Once
the user confirms their selection, the system generates a
separate image A composed of the selected strokes, ready
to be sent to the model as a base image. Simultaneously, the
unselected strokes collectively form another image B, which
will later be shown in step 6 of section III-B to combine with
the output of the model for image A.

2) MODEL ADAPTATION

Stable Diffusion has been proved very effective in image
synthesis. Low-Rank Adaptation (LoRA) [49] prevents
catastrophic forgetting by learning the offset of parameters
with low rank matrices, based on the observation that many
over parameterized models reside in a low intrinsic dimension
subspace [40], [50]. It allows optimization of parameters in a
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Algorithm 1 Select Strokes
1: Input: SVG file with sequentially decreasing RGB color
values in stroke order.

2: Output: The list of selected stroke index.
3: N <« total number of strokes in svgFile
4: § < empty list
5: X < RGB value of orignial strokes
6: Y < RGB value of selected strokes
7: repeat
8: if clicked then
9: Color < getRGBValue(current pixel)
10: if Color € [X, ..., X + strokeNum] then > click
on an unselected stroke
11: Index < Color — X
12: Push Index into S > Adjust the display
effect
13: Update stroke color in svgFile as Y+index
14: else if Color € [Y, ..., Y + strokeNum] then
click on a selected stroke
15: Index < Color — X
16: Remove Index from S > Adjust the display
effect
17: Update stroke color in svgFile as X+index
18: end if
19: end if
20: until the ‘next’ button is clicked
21: return S

certain subspace while still maintaining the model’s learning
performance with fewer samples and lower computational
power support.

We conducted our experiments based on the capabilities of
the pre-trained Stable Diffusion V1.5 [9]. To further control
the generation effect, we use LoRA to adjust the parameters
of the model. For a start, we trained LoRA to generate some
special styles to assist in the design of the GlyphGenius,
such as flame, flower etc. As is shown in figure 7 (a), the
design results generated by the original model without LoRA,
whose color has changed only. Apparently, in figure 7 (b)

Stable Diffusion

Stable Diffusion & LoRA multi-stage & LoRA

NCEN
%G %5 14

X oo A,
KA

Stage-1 Stage-11

4L

FIGURE 7. (a)A comparison of the design results generated by the
original model with and without LoRA. (b)The results of special styles:
flame and flower. (c)Two sets of visual comparison graphs. The character
anpizen

1" and “i*" are generated with the prompt “the blazing flames” and
“large tree with green leaves” respectively..
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and (c), after applying LoRA, the visual transformation is
more detailed.

During the experiment, as is shown in figure 7 (b),
we found that the structure of many generated characters
has changed a lot. We assume that The large-scale model
perceives Chinese characters as images rather than individual
strokes. Consequently, although the generated results are
visually appealing, there is a significant decrease in the rec-
ognizability. [51] has demonstrated that employing a staged
generation enhances the realism and detail of the generated
images. To maintain the rigor and beauty of the redrawn
output in the character structure, we use two models with
different emphases, and render the calligraphy characters in
two stages in chronological order. First, we record the user’s
writing sequences when the user handwrites on the screen.
Every time the finger leaves the touch screen, the system
judges that a stroke is finished and captures the handwriting
on the screen, thus recording the user’s writing sequences.
Once the user has entered the prompt in step 4, the system
sends the writing sequences with the prompt and the selected
stroke group together to the Multi-stage model.

Figure 8 shows the architecture of the proposed Multi-stage
model. In the first stage, we use a specific model that focuses
more on details. According to the user’s writing sequences,
we redraw the corresponding strokes in chronological order.
In this stage, based on the writing sequence and input prompts
from user, the model focuses on understanding Chinese
characters in terms of strokes rather than a complete image.
This approach ensures attention to the details of strokes and
stroke order, while maintaining the stability of the character’s
structure.

In the second stage, we use another model that focuses
more on the font structure to render and redraw the strokes
that have been individually rendered in the first stage as a
whole. Based on the calligraphy characters designed in the
first stage and input prompt from user, the model generates
new images, automatically adjust the redraw parameters,
generate images that conform to the structure of calligraphy
characters to ensure a more consistent style of each stroke
and achieve an overall aesthetically pleasing result. Our
method can effectively maintain the structure and details of
calligraphy characters, as well as enhance the controllability
and recognizability of the generated results.

IV. PERFORMANCE EVALUATION

To further examine whether the multi-stage rendering method
enhances the controllability and brings Chinese characters
closer to real images, we conducted performance evaluation
in both qualitative and quantitative aspects. In the qualitative
aspect, we conducted ablation study to demonstrate the role
of writing sequences and the performance of our multi-stage
model visibly. In the quantitative aspect, on one hand,
we evaluate the quality of image synthesis by reporting the
FID [52] and CLIP-score [53] on CUB [54] and COCO [55]
dataset. On the other hand, we assess the controllability of
Chinese character redrawing by reporting skeleton similarity
index calcualed from SSIM [56], MSE [57] and PSNR [58],
as well as the recognizability by recognition index [43]. The
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FIGURE 8. The architecture of the proposed Multi-stage model in two stages according to the user’s writing sequences, input prompt words,

Chinese character structure, and other information.

examination for controllability and recognizability aims to
ensure the redrawing outputs of our model do not confuse
Chinese character learners.

A. ABLATIVE STUDY
As is shown in figure 9, we present four prompt settings
for the case “f£” to simulate potential behaviors of

users:

o No Prompt No specific prompt provided.

o Insufficient Prompts Partial prompts that do not fully
cover objects in the conditioning images (e.g., the
default prompt used in this paper: “‘a high-quality and
detailed masterpiece”).

« Conflicting Prompts Prompts that alter the semantics
of the conditioning images (e.g., “‘a delicious cake”).

o Perfect Prompts Precise prompts describing necessary
content semantics (e.g., ‘““Cherry blossoms™).

We put these four types of prompts into three different
models to compare the results: (1) Stable Diffusion V1.5 [9]
with LoRA [49]; (2) Stable Diffusion with LoRA adding
writing order; (3) Multi-stage generation adding LoRA and
writing order. The inclusion of user-specified writing order in
the conflicting prompts helps the model maintain better font
structures, preserving the information propagation of Chinese
characters. Furthermore, after the second-stage rendering, the
designed Chinese characters closely align with the provided
prompts.

In figure 9, we illustrate the Chinese character “{£” with
a “top-bottom” structure. Typically, in this type of Chinese
character, only one part carries pictographic meaning closely
related to the overall meaning of the character, while the other
part is associated with the pronunciation of the character.
Hence, for visual transformation, only the components with
pictographic meaning are selected. In addition, we combine it
with the remaining untreated part in the column of *“Perfect
Prompt”, to compare the visual effects of different models
applied to this system’s modular redraw. More details and
cases about ablative study can be found in the supplementary
material.
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B. QUANTITATIVE EVALUATION

Evaluating the performance of generative models quan-
titatively can be challenging, especially when we aim
to demonstrate that the multi-stage architecture exhibits
enhanced controllability and recognizability in Chinese
character generation. In this paper, on one hand, we choose
Fréchet Inception Distance (FID) [52] and CLIP-score [53]
to evaluate the quality of image synthesis. On the other hand,
to further validate the readability of Chinese characters with
the multi-stage, we report the similarity of skeleton [56], [57],
[58], [59] and OCR recognition accuracy [43].

1) IMAGE SYNTHESIS INDEX
To demonstrate the effectiveness of the proposed method,

we compare the result of each stage with the open-source
stable diffusion model V1.5 [9].

a: DATASETS

We evaluate our multi-stage model for image synthesis
on the COCO [55] and CUB [54] datasets. CUB [54]
contains 200 bird species with 11,788 images. To evaluate
the generalization capability of our multi-stage model,
a more challenging dataset, COCO [55] is also utilized for
evaluation. This dataset contains images with multiple objects
and various backgrounds. Each image in COCO [55] has
5 descriptions, while 10 descriptions are provided by [60]
for every image in CUB [54]. Following the experimental
setup in [61], we directly use the training and validation sets
provided by COCO [55].

b: EVALUATION METRICS

FID [52] and CLIP-score [53] were recently proposed as
metrics that consider not only the synthetic data distribution
but also how they compare to the real data distribution. FID
[52] directly measures the distance between the synthetic
data distribution p(.) and the real data distribution p;(.).
In practice, images are encoded with visual features by the
inception model. Assuming the feature embeddings follow a
multidimensional Gaussian distribution, the synthetic data’s
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TABLE 1.

Ablation Study
% No prompt
input
The upper component ' ' 5 ) ‘ > [ ! =
of character “Hua”
Stable Diffusion V1.5
& = .
LoRA SL— =% *‘ = "7”
M- A
Stable Diffusion V1.5
&
LoRA
& 2
Witing order /‘, - ) *"‘IL'

H-

Multi-Stage Model
&

LoRA
& -
Writing order \ /

»
V- |
\ Y/

FIGURE 9. The result of the character “7£".
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. This character means flowers. However, its upper component means grass while lower

Evaluation for image generation of two stages compared to Stable Diffusion V1.5 [9] with LoRA [49]. We report FID [52], CLIP-score [53] on both

COCO [55] and CUB [54] dataset, average skeleton similarity index metric (SSIM [56]) and average recognition accuracy (OCR — acc).

FID| -

Method CLIP-scoret SSIM 1 OCR — acc T
COCo CUB

f,tl"‘_ls’ljvﬁl’lffi‘;;;’; 296.43 28271 0.261 0.689 0.654

stage-I (Ours) 292.74 283.76 0.235 0.882 0.805

stage-II (Ours) 287.63 280.90 0.258 0.871 0.798

Gaussian with mean and covariance (m, C) is obtained from
p(.) and the real data’s Gaussian with mean and covariance
(my, C,) is obtained from p,(.). The difference between the
synthetic and real Gaussians is measured by the Fréchet
distance, i.e., FID =|m — m,||% + Tr(C + C, — 2(CC,)%).
CLIP-score [53] leverages a pre-trained deep learning
model to assess text-image correspondence. The model,
called Contrastive Language-Image Pre-training (CLIP), first
embeds both the text and image into a common latent space.
Each data point is transformed into a high-dimensional vector
representing its semantic content. Subsequently, the cosine
similarity between these embeddings is computed. The cosine
similarity, ranging from —1 to 1, reflects the alignment
between the text and image in the latent space. A CLIP-score
[53] close to 1 indicates high semantic similarity, signifying
the image effectively portrays the described concept. Lower
FID [52] and higher CLIP-score [53] values mean closer
distances between synthetic and real data distributions.

c: EXPERIMENT

We first compute the FID [52] score for a unconditional
model, 30k 256 x 256 samples are randomly generated.

VOLUME 12, 2024

To compute the FID [52] score for a text-to-image model,
all sentences in the corresponding test set are utilized to
generate samples. To better evaluate the proposed methods,
especially to see whether the generated images are well
conditioned on the given text descriptions, we also conduct
user studies. We randomly select 50 text descriptions for
each class of CUB sets [54]. For each sentence, 6 images are
generated based on the same 256 x 256 picture of the same
character. Subsequently, we utilized these images for CLIP
text-image score metrics [53], which signifies the alignment
between images and text embeddings in a multi-modal
context, reflecting the model’s ability to understand and
associate visual and textual information effectively. Notably
as shown in the Table 1, both FID [52] and CLIP-scores [53]
are better in the second stage. And CLIP-score [53] shows our
model well-maintains readability compared to other baselines
and also enhances quality compared to the stage-I. As for
FID [52], in order to maintain the structural integrity of
the original character, the multi-stage model considers user-
specified writing sequences and executes a skeleton-based
redraw process. This procedure may introduce deviation
between the output image and tangible objects. Therefore,
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Original

12

The upper component
of character “Hua”

Stable Diffusion V1.5
with LoRA

Stage-I (Ours)

Stage-II (Ours)

Skeleton ss]iv[T RSIiIRT MS-El
0.722 | 14.435 | 2625.237
0.954  17.609 @ 1182.168
0.948 | 16.922 | 1375.772

FIGURE 10. The process of skeleton extraction and similarity comparison. We take the character “/"” as an example.
Text descriptions: (1) A blooming Peony. (2) Falling Petals. (3) Blossoming flowers with green leaves. (4)A vast expanse

of blooming flowers.

there isn’t a significant change in performance compared to
the original Stable Diffusion model.

2) SKELETON SIMILARITY INDEX

To better evaluate the proposed methods, especially to
see whether the multi-stage model is suitable for Chinese
character redraw, we also conduct studies based on the
skeleton similarity. The skeleton forms the foundation for
accurate recognition of Chinese characters. When characters
possess a structured skeleton, they appear more aesthetically
pleasing.

a: EVALUATION METRICS

In order to quantitatively assess the skeletal similarity of
Chinese characters before and after redraw, we employ a
skeleton-tracing algorithm [59] to extract the skeletons of
the original and redrawn characters. Subsequently, we mea-
sure the similarity between the skeletons using Structural
similarity index (SSIM) [56], Peak Signal-to-Noise Ratio
(PSNR) [58], and Mean Square Error (MSE) [57] metrics.
The most fundamental metric, MSE [57], calculates the
average squared difference between corresponding pixels
in the original and reconstructed images. Mathematically,
for images of size MxN with original pixels /(i,j) and

reconstructed pixels K (i, j): MSE = jﬁ Zfi] Z]N=1 G, j)—
K (i, j)]>. Lower MSE [57] indicates better quality, as it
reflects a smaller overall discrepancy. PSNR [58] builds
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upon MSE [57] by converting it to a decibel scale, a more
intuitive measure for signal strength. It is calculated as

PSNR =

maximum possible pixel value. A higher PSNR [58] signifies
a stronger original signal relative to the introduced noise or
distortion. SSIM [56] goes beyond pixel-wise differences,
incorporating structural information. It assesses luminance,
contrast, and structure similarity between the images. A value
closer to 1 indicates greater structural resemblance and higher
perceived quality.

2
101log;q (%), where max; represents the

b: EXPERIMENT

We selected 10 representative Chinese characters. For each
Chinese character, images in 256 x 256 format with a gray
foreground and white background were generated from the
font’s TTF file [46] and 4 text descriptions were conceived
according to its visual and textual semantics. Subsequently,
we utilized these text descriptions to guide the model in
conditional redrawing based on the generated regular script
font images. New images were generated in 256 x 256 format.
Each text description yielded 25 images, amounting to a
total of 100 images. To assess the effectiveness of our
multi-stage model in managing Chinese character strokes
across various stages, we documented the results of (1)
stable diffusion V1.5 [9] with LoRA [49], (2) stage-I,
and (3) stage-II. Figure 10 illustrates the process of the
skeleton extraction and similarity comparison of the character
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TABLE 2. Partial Results of evaluation for skeleton similarity of two stages. We report SSIM [56], PSNR [58], MSE [57] for our method of multi-stage
generation (stage-l and stage-Il) in contrast to original stable diffusion pre-trained model (SD) [9].

SSIM?T PSNR?T MSE|
SD Stage-1 Stage-II SD Stage-1 Stage-II SD Stage-1 Stage-1I
X 0.786 0.917 0.917 12.730 14.970 14.498 3550.137 2150.103 2322.065
RS 0.827 0.842 0.823 11.106 12.125 11.468 5059.688 4171.295 5037.165
4 0.738 0.867 0.863 11.254 11.895 11.382 5332.129 4887.307 4940.827
L 0.613 0.876 0.893 11.173 11.618 12.377 5000.029 4507.053 3833.836
1& 0.722 0.954 0.948 14.435 17.609 16.922 2625.327 1182.168 1375.772
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FIGURE 11. The recognition rates of 2600 rendered images for the 20 representative Chinese character classes
were compared after multi-stage rendering. Notably, after the second stage of rendering, Baidu OCR
demonstrated varying degrees of improvement in recognizing the designed Chinese characters.

“f£”. Detailed results can refer to the supplementary
materials.

Partial results and their text descriptions are shown
in Table 2. Considering that MSE [57] values appear
significantly large as they directly measure the distance
between two point sets in the given two images and PSNR
[58] lacks a defined upper limit, making it challenging to
interpret the effectiveness of the metrics, we ultimately chose
SSIM [56] for the metric of ‘“Skeleton Similarity Index”
in Table 1 above. SSIM [56] ranges between O and 1, the
average SSIM [56] values of the analysis results for these
selected characters are presented as the source of data for
SSIM in Table 1. In terms of the fact that stage-I achieves
higher score than stage-II, we speculate that this might
be due to Balancing the fundamental structure of Chinese
characters with richer aesthetic features poses a significant
challenge. Consequently, the results of stage-II are inevitably
at a disadvantage compared to the stage-I as they struggle to
maintain the basic integrity of the Chinese character skeleton
while incorporating more detailed and realistic aesthetic
traits.

3) CHARACTER RECOGNIZABILITY INDEX

To validate the readability of Chinese characters with
the multi-stage model, we employed a Chinese character
recognition model [43] to identify the output from both
stage-1 and stage-II in our multi-stage model. The accuracy
of recognition was used as an indicator to assess whether
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the designed Chinese characters retained readability. In the
Unicode encoding, Chinese characters are categorized into
16 distinct structural classes. For Chinese language learners,
our system excluded three uncommon structural sequences
(U+2FFC, U+2FFE, and U+2FFF). From the remaining
sequences, we selected 20 representative Chinese characters
to evaluate whether our method enhances the readability of
the design.

Initially, for each of the 20 representative Chinese
characters, we binarized and converted them to 256 Xx
256 dimensions with black foreground on a white back-
ground. Then we utilized an open-source Optical Character
Recognition (OCR) method [43] for identification, obtaining
the recognition rate as a quantitative measure of the recog-
nizability of the generated results. In contrast, we applied
a similar process to stable diffusion V1.5 [9] with LoRA
[49]. For each Chinese character, 100 results are generated
by each model involved in the comparison. The number of
results correctly identified by the OCR model [43] represents
the generation accuracy of that model for that particular
character. Figure 11 shows the results of 20 characters
generated from stable diffusion and two stages of our model.
The average recognition rate of these 20 Chinese characters
is taken as the “OCR-acc” metric in Table 1. The results
show that multi-stage architecture achieves relatively higher
recognizability in Chinese character generation. During the
processing within the model, specifically within stage-II,
where results from stage-I undergo further refinement, there
was not a significant impact on recognizability. Additionally,
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FIGURE 12. The overall result of seven questions in this quiz. Each participant gets either the original character or the “wordarts”

randomly in each question.

data such as the CLIP-score [53] indicates that the results
from stage-II, in comparison to stage-I, possess greater
authenticity. This also indicates the effectiveness of the multi-
stage architecture.

V. USER STUDY

A. GUESS-MEANING QUIZ

To quantitatively evaluate the positive impact of Chinese
Character learning produced by our approach, we send out
online questionnaires.

1) QUIZ DESIGN

In this quiz, we prepare a total of seven questions. Each ques-
tion corresponds to a Chinese character, and the participants
are required to choose one option from the given four options
according to their cognition. To minimize the potential impact
on participants’ recognition in the control group, we take
characters in regular script font for the control group (we
refer to as ““original group””). On the other hand, we take the
redrawn results of the system as the experimental group (we
refer to as ““wordarts group’’). Therefore, we can ensure that
difference in recognizing a character in the wordarts group is
solely due to its visual form. For instance, in figure 13, the left
component is redrawn according to the character’s meaning
“wolf” and combined with its original right component,
while the original whole character is taken as the control
group. Four options are set in the question: Strong, Wolf
(correct), Man and Iron. Figure 12 shows the overall accuracy
of every question in two groups.

FIGURE 13. The character “Ji" in the quiz and its accuracy in both groups.

To avoid one participant seeing the same character in
two groups, we randomly assigned each question in the
quiz to either the wordarts group or the original group.
Namely, each participant only gets either the original
character or the “wordarts in their quiz. We send online
questionnaires to international students and collected the
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results to quantitatively evaluate the effectiveness of the
system on Chinese character learning.

2) FEEDBACK

A total of 135 wvalid responses are received. Among
these participants, 89.55% are new to Chinese language
learning(learning within 1 year or never). We refer to this
group as ‘“‘beginner Chinese learners”, while others are
referred to “‘experienced Chinese learners”. Considering that
experienced Chinese learners have relatively strong grasp
of Chinese characters, we exclude data from them and
keep 121 samples of beginner Chinese learners for further
analysis.

The scoring results of the statistical answer sheets are pre-
sented in figure 14. The accuracy of understanding Chinese
character meanings after seeing the redrawn characters is
consistently above 60%, with an average increase of 12.76%
compared to that after seeing the original characters. The
correct rate of the “wordarts” group and the correct rate of the
original group. is significantly higher than that of people with
Chinese learning experience, i.e., wordarts is able to improve
the recognition accuracy of Chinese characters for beginners
more significantly than that of people with Chinese learning
experience, which proves the potential value of our work in
the initial learning of Chinese characters. More details and
cases can refer to the supplementary material.

Aceuracy of beginner Chinese learners Aceuracy of experienced Chinese learners b
w wordarts

= wordarts = original

a

FIGURE 14. The accuracy of these 7 questions among the beginner
Chinese learner group (a) and experienced Chinese learner group (b).

original

B. SYSTEM USABILITY TEST

We set a physical stand with touchscreen in the university and
recruited 21 volunteers(11 males and 10 females) for the test.
There are 9 international students studying in China among
volunteers, 3 of them have learned Chinese longer than one
year. Volunteers major in business, architecture, automation,
etc. and come from different grade levels. 15 (66.7%) of them
have no experience in designing.
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1) PROCESS

We divided the workshop into three sessions. We first
introduced the purpose of the project we were working on
and demonstrated the usage of the system with specific
examples. After grasping the workflow under our guidance,
volunteers were free to generate characters of their own
choice independently. In this session, we also prepared a set
of Chinese characters along with their meanings as prompts.
For example, the character “f£” refers to a flower, with the
upper part of the character indicating ¥, the charater *“ /K’
represents a flame, etc.. Participants were also encouraged
to contribute their own ideas and creativity by inputting new
Chinese characters or attempting new prompt words. Finally,
after a 20-minute free trial, we distributed a survey to all
users and collected feedback from the participants on their
experience with this system. The questionnaire consisted of
seven questions in total:

o Q1 [workflow] Was the whole workflow of ‘Draw,
Render, Reorganize’ obvious and natural to you?

e Q2 [performance] How satisfied you are with the
output of this system?

o Q3 [design] Do you think you can design creative word
arts with your own ideas?

o Q4 [cognition] Do you think this system is helpful for
the understanding of the original meaning of Chinese
character components? Was the whole workflow of
‘Draw, Render, Reorganize’ obvious and natural to you?

e Q5 [non-expert use] Do you think this system is
friendly to those with little experience in graphic design?

o Q6 [pedagogy] Do you think this system helps junior
students and international learners in Chinese and
Chinese character learning?

o Q7 [overall] We expect your overall rating of our
system!

Average Rating of Offline Test Questionnaire

FIGURE 15. The distribution of scores assigned by international

(a), Chinese participants (b) and all participants (c) across the seven
questions. (d) The average score of each question for overall participants,
international participants and Chinese participants.

The answers were rated on a 5-point Likert scale(5.strongly
agree - 3.neutral - 1.strongly disagree), which are summarized
in figure 15 (d). We analyze the results by dividing them
into two groups: the international participant group and the
Chinese participant group. Figure 15 (a), (b) and (c) display
the average total scores of international participants, Chinese
participants and all participants respectively across Q1-Q7
mentioned above.
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2) FEEDBACK

Through the offline test, we gained more insights into both
advantages and drawbacks of our approach. More details and
cases about ablative study can refer to the supplementary
material.

For Q1 [Workflow], most participants were satisfied with
the system’s workflow, with an average rating of 4.38 out of 5.

For Q2 [Performance], due to the diversity of Chinese
characters and stroke structures, the rendering results of the
model are significantly varied depending on the character
shape, which leads to significant differences in the partici-
pants’ evaluations of the model’s performance.

For Q3 [design], almost half volunteers are convinced that
the system can assist them in designing creative wordarts.

For Q4 [cognition], Q5 [non-expert use], Q6 [pedagogy],
participants generally believe that the system is easy as well
as effective for non-native Chinese learners to learn Chinese
character components’ meaning and composition principles.
Participant 4 from China commented: ‘““Selecting strokes is
truly a innovation. For example, the left half of the character
of cat contains the meaning of an animal, while the right half
does not. This kind of processing is accurate.”

Some participants also raised other shortcomings during
use. For example, participant 20 from India noted: “Both the
idea and interaction of the system are interesting, but loading
and image generation could be faster.”

Overall, most participants were satisfied with the overall
system, with an average score of 4.24. We also calculate the
result of international participants and Chinese participants
respectively. The rating distribution is quite different between
Chinese and international participants in figure 15 (a)
and (b). Since Our target users are beginner Chinese learners,
we speculate that the higher ratings in the international
participants may be attributed to their similarity with the
target user group, while Chinese participants, with a sufficient
understanding of Chinese characters, have a alternatively
lower rating.

VI. DISCUSSION

Through the evaluation experiment, we have demonstrated
the superiority of our multi-stage model over the Stable
Diffusion model [9] in Chinese character generation on both
controllability and recognizability, while from the perspective
of image synthesis performance, there is no significant
difference. Furthermore,we substantiate the effectiveness
of our approach and system through the Guess-Meaning
experiment and system usability testing. For individuals
studying Chinese for less than a year, providing redrawn
characters led to an average 12.76% increase in their meaning
recognition accuracy compared to the original character, thus
enhancing efficiency in learning Chinese characters. In terms
of system satisfaction, participants in our workshop rated an
average of 4.24, with international participants averaging a
score of 5.

One concern about the findings is that our current research
focuses on learners with less experience in Chinese. More
experienced learners may have developed their own learning
strategies, with a more nuanced understanding. Future
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research should be undertaken to explore the adaptability and
effectiveness of AIGC in supporting their learning needs. Fur-
thermore, relying solely on pictorial meanings for learning
Chinese characters is insufficient. Chinese character learning
also emphasizes repetitive writing to strengthen memory and
comprehension. In future iterations, we intend to integrate a
writing practice component into the system. Another major
limitation is that the current system still relies on human
understanding of Chinese characters for redrawn prompts.
And the accuracy and richness of prompts significantly
impact the quality of the generated results. For instance,
in figure 16 (a), a more detailed prompt can yield better
results. Moreover, it is necessary to acknowledge that there
are also many Chinese characters that lack pictorial meanings
and are unrelated to intention, such as certain predicates and
verbs, posing challenges for AIGC applications. To address
this limitation, future advancements could involve leveraging
large language models to autonomously generate designs
based on contextual semantics [10].

In terms of the ability of AIGC to support the learning
of characters from languages similar to Chinese, the core
principles and techniques employed in our model can also
be adapted to other logograms. Unlike Al-assisted learning
such as portable devices [5], which solely collect and
analyze data, the unique feature of AIGC lies in its ability
to generate new learning data. Moreover, by grasping the
intrinsic characteristic of pictorial meaning in logograms,
we can view characters as visual representations like images,
and then utilize AIGC to amplify their interrelations and
bring them closer together. We have also conducted research
on some other logograms. For instance, Japanese includes
hiragana, katakana, and kanji characters, among which Kanji
carries the most pictographic meanings. Korean utilizes
the Hangul script, which shares visual similarities with
Chinese characters. Ancient Chinese scripts like oracle
bone scripts inherently possess rich pictorial meanings.
We also feed images of these logograms into our multi-stage
model, with the utilized prompts and outputs depicted in
figure 16 (b)-(d). For their specific application, for instance,
integrating handwritten text recognition for them and adding
explanations of these logograms to the metadata in the data
layer would facilitate a multi-lingual interface.

l'l\cw\hltc cherry
i billowing, soft  many umbrellas losoms ” - contimuons
Prompt VOIS colonful ribbons  in hoavy rain  1OWREEEE  bloomi moummm

Original Qi QQL ﬁﬂ k 1:\\/ Le!
Redrawn ;z;, _%é, $ I'

FIGURE 16. Images of logograms and their prompts fed into our
multi-stage model: (a)Results generated using the same character
(meaning “ribbons”) but different prompts; (b) Traditional Chinese,
meaning “umbrella”; (c) Oracle Bone Script, meaning “water”;

(d) Japanese Kanji, meaning “cherry blossom”; (e) Korean, meaning
“mountain”.

b mme:

VIi. CONCLUSION
In this paper, we present GlyphGenius, a pioneering platform
that leverages AIGC to assist non-native Chinese learners
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in Chinese character learning. The system employs a Multi-
stage model, with stroke writing sequence as one of the
inputs, to enhance the controllability and recognizability
of the generated results. In addition, we propose an inter-
active and decomposable Chinese character visualization
method to help users perceive the principles of character
composition and formation. Performance evaluation and user
study demonstrated that our approach and interaction are
effective and engaging in both quantitative and qualitative
aspects. The web page is now accessible via the link
https://scroll.ihanzi.net.

We are convinced that it’s promising to apply AIGC to
connect the relationship between the semantic richness of
ideographs and the generative capabilities of AIGC. This
work marks a significant stride in the study and cognition
of Chinese characters. Future work should encompass the
extension of this methodology to other ideographic symbols.
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